
Lenovo Software Defined 
Storage with Windows 
Server 2016 Datacenter 
Storage Spaces Direct 

Microsoft and Lenovo have worked together to validate a software-defined storage solution running 
on Lenovo servers to create hardware configurations that have excellent performance and reliability. 
Lenovo validated configurations include production deployment tools and procedures. These 
offerings are designed, assembled, and validated to meet Microsoft's requirements for private cloud 
environments, helping to ensure reliable operation. Plus, for the third year in a row, Lenovo servers 
were rated the most reliable x86 servers in the world giving you additional peace of mind when you 
deploy with Lenovo servers.*

Working with Lenovo you can get up and running faster. Lenovo has developed a deployment tool to 
help automate the creation and deployment of your cluster setup. 

Balanced Configuration Details 

This configuration is a medium performance pre-validated hardware foundation for Microsoft Storage 
Spaces Direct clusters optimized for Balanced I/O workloads. Performance is delivered through 3.2 
TB SSD for Cache Tiering with up to 40TB capacity per Node along with 256 GB RAM and dual Intel 
Xeon E5-2680 v4 Processors. Minimum of 4 nodes per cluster is required with this configuration to 
match the pre-validated configuration tested with Microsoft for maximum performance and reliability.  

Configuration Brief 

*according to the latest ITIC 2015-2016 Global Server Hardware and OS Reliability Survey

Balanced Configuration 



Balanced Configuration Bill of Materials - Order through Single CRN Number: 
CLDMS2DBL71
 

Part Number Description Quantity

8871AC1 Lenovo System x3650 M5 1

ATG2 System Documentation and Software-US English 1

A5GE x3650 M5 12x 3.5" HS HDD Assembly Kit 1

A5GL System x3650 M5 Rear 2x 3.5" HDD Kit (Cascaded) 1

A3YY N2215 SAS/SATA HBA 1

A5GH System x3650 M5 Rear 2x 2.5" HDD Kit (Independent RAID) 1

ATE4 System x3650 M5 Planar BDW 1

ATET Intel Xeon Processor E5-2680 v4 14C 2.4GHz 35MB Cache 2400MHz 120W 1

ATFJ Addl Intel Xeon Processor E5-2680 v4 14C 2.4GHz 35MB 2400MHz 120W 1

A5FV System x Enterprise Slides Kit 1

ATE0 System x3650 M5 12x 3.5" Base without Power Supply BDW 1

A1ML Integrated Management Module Advanced Upgrade 1

AVG0 3m CAT6 Green Cable 1

A5EW System x 900W High Efficiency Platinum AC Power Supply 1

A45W ServeRAID M1215 SAS/SATA Controller 1

A5EW System x 900W High Efficiency Platinum AC Power Supply 1

ATEA System x3650 M5 EIA L - Blank 1

AUK7 Windows Server 2016 Configuration (TPM 2.0 and Secure Boot) 1

AUAJ Mellanox ConnectX-4 Lx 2x25GbE SFP28 Adapter 1

A483 Populate and Boot From Rear Drives 1

5977 Select Storage devices - no configured RAID required 1

A3W9 4TB 7.2K 6Gbps NL SATA 3.5" G2HS HDD 10

AT9H Intel S3710 800GB Enterprise Performance SATA HS 3.5" SSD 4

AT8A 600GB 10K 12Gbps SAS 2.5" G3HS HDD 2

ATCA 16GB TruDDR4 Memory (2Rx4, 1.2V) PC4-19200 CL17 2400MHz LP RDIMM 16

6400 2.8m, 13A/125-10A/250V, C13 to IEC 320-C14 Rack Power Cable 2

01GX547 3YR Tech Install Parts 24x7x4 + YourDrive YourData 1

ATGF System x3650 M5 WW Packaging 1

ATE2 System x3650 M5 System Agency Label 1

ATE3 System x3650 M5 System Level Code 1

ATRG system x M5 rear USB port cover 1

AUAK 2U Bracket for Mellanox ConnectX-4 Lx 2x25GbE SFP28 Adapter 1

A5FT System x3650 M5 Power Paddle Card 1

A5G1 System x3650 M5 EIA Plate 1

A5V5 System x3650 M5 Right EIA for Storage Dense Model 1

ASQA System x3650 M5 Rear 2x 2.5" HDD Label (Independent RAID-Riser1) 1

90Y9430 3m Passive DAC SFP+ Cable 2

1340 Lenovo XClarity Pro, per Mngd Server w/3 Yr SW S&S 1

1340 Lenovo XClarity Pro, per Mngd Server w/3 Yr SW S&S 1

For Lenovo ROK Windows Server 2016 Datacenter and CAL part numbers go here:  
https://www.lenovosalesportal.com/public-resources.aspx?item=511

https://www.lenovosalesportal.com/public-resources.aspx?item=511


Microsoft Storage Spaces Direct 

Storage Spaces Direct is the evolution 
of Storage Spaces, first introduced in 
Windows Server 2012. It leverages many of 
the features you know today in Windows 
Server, such as Failover Clustering, the 
Cluster Shared Volume (CSV) file system, 
Server Message Block (SMB) 3, and 
Storage Spaces. It also introduces new 
technology, most notably the Software 
Storage Bus. Storage Spaces Direct 
unlocks use of new classes of disk devices, 
such as SATA SSD and NVMe disk devices, 
that were previously not possible with 
clustered Storage Spaces with shared 
disks. 

Lenovo servers running Storage Spaces 
Direct in Windows Server 2016 Datacenter 
allow you to provision and manage storage 
independently of the underlying hardware 
to achieve an agile and cost-effective 
software defined storage solution.

Storage Spaces Direct is included in 
Windows Server 2016 Datacenter along 
with unlimited virtual machines. When you 
purchase a Lenovo server with Windows Server 2016 Datacenter you can potentially save thousands 
of dollars by avoiding the purchase of costly NAS or SAN devices and additional software because 
the hyper v, storage controller and intelligence is built into Windows Server 2016 Datacenter and full 
functionality is included with the license. 

Storage Spaces Direct uses Lenovo servers with local-attached drives to create highly available, 
highly scalable software-defined storage at a fraction of the cost of traditional SAN or NAS arrays. Its 
converged or hyper-converged architecture radically simplifies procurement and deployment.

“�ONE CLIENT REPLACED ITS COSTLY AND 
UNDER-PERFORMING SAN STORAGE 
ENVIRONMENT WITH MICROSOFT STORAGE 
SPACES DIRECT RUNNING ON LENOVO, 
SLASHING THEIR COSTS AND BOOSTING 
THEIR STORAGE CAPACITY AND I/O BY A 
FACTOR OF TEN. 
 
WE KNOW THAT WE CAN RELY ON THE 
LENOVO SERVERS TO SEAMLESSLY 
SUPPORT THE STORAGE SPACES DIRECT 
SOLUTION, AS THE SERVER, DISK AND 
NETWORKING CONFIGURATIONS HAVE ALL 
BEEN VALIDATED BY MICROSOFT.”

— Philip Moss, Chief Product Officer, Acuutech
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Storage Spaces Direct key benefits  

For more detail on storage spaces direct and information on listed performance specifications go to: 
https://docs.microsoft.com/en-us/windows-server/storage/storage-spaces/storage-spaces-direct-
overview

Additional Resources

Lenovo Software Defined Storage page: http://www3.lenovo.com/us/en/data-center/solutions/cloud/ 

Reference Architecture for Microsoft Storage Spaces Direct (S2D): https://lenovopress.com/lp0569.pdf 

Microsoft Storage Spaces Direct (S2D) Deployment Guide: https://lenovopress.com/lp0064.pdf 

Case Studies: 
1.	 Acuutech: http://news.lenovo.com/customer-stories/acuutech-boosts-client-services-by-harnessing-power-software-

defined-storage.htm 
2.	 SE Cloud Factory: http://www.lenovo.com/images/products/system-x/pdfs/testimonials/se_cloud_factory_cs.pdf 

Notices
Lenovo may not offer the products, services, or features discussed in this document in all countries. Consult your local Lenovo representative for 
information on the products and services currently available in your area. LENOVO PROVIDES THIS PUBLICATION “AS IS” WITHOUT WARRAN-
TY OF ANY KIND, EITHER EXPRESS OR IMPLIED, INCLUDING, BUT NOT LIMITED TO, THE IMPLIED WARRANTIES OF NON-INFRINGEMENT, 
MERCHANTABILITY OR FITNESS FOR A PARTICULAR PURPOSE. Some jurisdictions do not allow disclaimer of express or implied warranties in 
certain transactions, therefore, this statement may not apply to you.

This information could include technical inaccuracies or typographical errors. Changes are periodically made to the information herein; these 
changes will be incorporated in new editions of the publication. Lenovo may make improvements and/or changes in the product(s) and/or the 
program(s) described in this publication at any time without notice.

All information contained in this document was obtained in specific environments and is presented as an illustration. The result obtained in other 
operating environments may vary. 

Any references in this publication to non-Lenovo Web sites are provided for convenience only and do not in any manner serve as an endorse-
ment of those Web sites. The materials at those Web sites are not part of the materials for this Lenovo product, and use of those Web sites is at 
your own risk.

Any performance data contained herein was determined in a controlled environment. Therefore, the result obtained in other operating environ-
ments may vary significantly. Some measurements may have been made on development-level systems and there is no guarantee that these 
measurements will be the same on generally available systems. Furthermore, some measurements may have been estimated through extrapola-
tion. Actual results may vary. Users of this document should verify the applicable data for their specific environment.

© 2017 Lenovo. All rights reserved. For Lenovo & channel partner use only. Availability: Offers, prices, specifications and availability may change 
without notice. Lenovo is not responsible for photographic or typographic errors. Lenovo makes no representation or warranty regarding 
third-party products or services. Trademarks: Lenovo, the Lenovo logo, System x, ThinkServer are trademarks or registered trademarks of Leno-
vo. Microsoft and Windows are registered trademarks of Microsoft Corporation.

Unrivaled Performance. Whether all-flash or 
hybrid, Storage Spaces Direct easily exceeds 
150,000 mixed 4k random IOPS per server with 
consistent, low latency thanks to its hypervisor-
embedded architecture, its built-in read/write 
cache, and support for cutting-edge NVMe 
drives mounted directly on the PCIe bus.

Fault Tolerance. Built-in resiliency handles drive, 
server, or component failures with continuous 
availability. Larger deployments can also be 
configured for chassis and rack fault tolerance. 
When hardware fails, just swap it out; the 
software heals itself, with no complicated 
management steps.

Manageability. Use Storage QoS Controls to 
keep overly busy VMs in check with minimum 
and maximum per-VM IOPS limits. The Health 
Service provides continuous built-in monitoring 
and alerting, and new APIs make it easy to 
collect rich, cluster-wide performance and 
capacity metrics.

Simplicity. Go from industry-standard servers 
running Windows Server 2016 to your first 
Storage Spaces Direct cluster in under 15 
minutes. For System Center users, deployment is 
just one checkbox.

Resource Efficiency. Erasure coding delivers up 
to 2.4x greater storage efficiency, with unique 
innovations like Local Reconstruction Codes and 
ReFS real-time tiers to extend these gains to 
hard disk drives and mixed hot/cold workloads, 
all while minimizing CPU consumption to give 
resources back to where they are needed most 
— the VMs.

Scalability. Go up to 16 servers and over 400 
drives, for multiple petabytes of storage per 
cluster. To scale out, simply add drives or 
add more servers; Storage Spaces Direct will 
automatically onboard new drives and begin 
using them. Storage efficiency and performance 
improve predictably at scale. 

https://docs.microsoft.com/en-us/windows-server/storage/storage-spaces/storage-spaces-direct-overview
https://lenovopress.com/lp0569.pdf 
https://lenovopress.com/lp0064.pdf
http://news.lenovo.com/customer-stories/acuutech-boosts-client-services-by-harnessing-power-software-defined-storage.htm 
http://www.lenovo.com/images/products/system-x/pdfs/testimonials/se_cloud_factory_cs.pdf
http://www3.lenovo.com/us/en/data-center/solutions/cloud/
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